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Abstract: 

Image quality assessment (IQA) plays a crucial role in various applications, such as image 

compression, transmission, and enhancement. Evaluating the quality of images is essential for 

ensuring that they meet the desired standards and are perceived well by viewers. This paper 

provides a comprehensive analysis of metrics and models used for image quality assessment, 

covering both subjective and objective evaluation methods. 

The subjective assessment involves human observers who rate the quality of images based on 

their visual perception. Objective assessment methods, on the other hand, use computational 

models to measure image quality automatically. This paper discusses popular subjective 

assessment methodologies, such as the Absolute Category Rating (ACR) and the Single 

Stimulus Continuous Quality Evaluation (SSCQE), highlighting their strengths and 

limitations. 

Furthermore, the paper explores various objective metrics, including the Structural Similarity 

Index (SSIM), Peak Signal-to-Noise Ratio (PSNR), and the recently developed Learned 

Perceptual Image Patch Similarity (LPIPS) metric. These metrics quantify image quality by 

comparing the original image with a distorted version, providing a numerical score that 

reflects the perceived quality. 

In addition to traditional metrics, this paper also examines deep learning models for image 

quality assessment, which have shown promising results in recent years. These models 

leverage convolutional neural networks (CNNs) to learn complex features and predict image 

quality more accurately. 

https://africansciencegroup.com/
https://africansciencegroup.com/index.php/AJAISD


African Journal of Artificial Intelligence and Sustainable Development  
By African Science Group, South Africa  70 
 

 
African Journal of Artificial Intelligence and Sustainable Development  

Volume 2 Issue 1 
Semi Annual Edition | Jan - June, 2022 

This work is licensed under CC BY-NC-SA 4.0. 

Overall, this paper aims to provide a comprehensive overview of image quality assessment 

metrics and models, highlighting their strengths, weaknesses, and potential applications. By 

understanding these metrics and models, researchers and practitioners can better assess and 

improve the quality of images in various domains. 
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I. Introduction 

Image quality assessment (IQA) is a critical aspect of image processing, encompassing 

methodologies to evaluate the perceived quality of images. This evaluation is crucial for 

various applications, including image compression, transmission, and enhancement, as it 

ensures that the final image meets the desired quality standards. IQA can be broadly 

categorized into subjective and objective evaluation methods. Subjective evaluation involves 

human observers who assess image quality based on their visual perception, while objective 

evaluation utilizes computational models to automatically measure image quality. 

The subjective evaluation of image quality is essential because human perception plays a 

significant role in determining the quality of an image. Subjective IQA methodologies, such 

as the Absolute Category Rating (ACR) and the Single Stimulus Continuous Quality 

Evaluation (SSCQE), involve human observers rating the quality of images on a predefined 

scale. While subjective evaluation provides valuable insights into how humans perceive 

image quality, it can be time-consuming and expensive. 

On the other hand, objective IQA metrics provide a quantitative measure of image quality. 

These metrics compare the original image with a distorted version, generating a numerical 

score that reflects the perceived quality. Objective metrics, such as the Peak Signal-to-Noise 

Ratio (PSNR) and the Structural Similarity Index (SSIM), have been widely used for IQA. 

PSNR measures the ratio of the maximum possible power of a signal to the power of 
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corrupting noise that affects the fidelity of its representation. SSIM compares local patterns of 

pixel intensities that have been normalized for luminance and contrast. 

Recent advancements in deep learning have led to the development of deep learning models 

for image quality assessment. These models, based on convolutional neural networks (CNNs), 

have shown promising results in predicting image quality. By learning complex features from 

images, these models can achieve higher accuracy compared to traditional metrics. 

This paper provides a comprehensive analysis of IQA metrics and models, focusing on both 

subjective and objective evaluation methods. The paper aims to highlight the strengths and 

limitations of existing metrics and models, as well as explore the potential applications of deep 

learning in IQA. By understanding these metrics and models, researchers and practitioners 

can improve the quality of images in various domains, leading to better visual experiences for 

users. 

 

II. Subjective Image Quality Assessment 

Subjective image quality assessment is a fundamental approach to evaluate image quality, as 

perceived by human observers. This method involves presenting images to viewers and 

collecting their ratings or judgments based on their visual perception. One commonly used 

method for subjective IQA is the Absolute Category Rating (ACR), where viewers rate images 

on a predefined scale, typically ranging from "bad" to "excellent." Another method, the Single 

Stimulus Continuous Quality Evaluation (SSCQE), presents viewers with a single image at a 

time, and they continuously adjust a slider to indicate the perceived quality. 

Subjective IQA provides valuable insights into how humans perceive image quality, 

considering factors such as sharpness, color accuracy, and overall visual appeal. However, it 

has some limitations, including subjectivity and variability among viewers. Factors such as 

viewing conditions, individual preferences, and cognitive biases can influence subjective 

ratings, leading to inconsistent results. 

Despite these limitations, subjective IQA remains a crucial tool for evaluating image quality, 

especially in applications where human perception is paramount. By understanding how 

humans perceive image quality, researchers can develop better objective metrics and models 
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that align with human perception, improving the overall quality of images in various 

applications. 

 

III. Objective Image Quality Assessment Metrics 

Objective image quality assessment metrics aim to quantitatively measure the quality of 

images without human involvement. These metrics compare the original image with a 

distorted version, providing a numerical score that reflects the perceived quality. One of the 

most commonly used metrics is the Peak Signal-to-Noise Ratio (PSNR), which calculates the 

ratio of the maximum possible power of a signal to the power of corrupting noise that affects 

the fidelity of its representation. PSNR is widely used due to its simplicity and ease of 

calculation, but it has limitations, such as not correlating well with human perception, 

especially for complex distortions. 

Another popular metric is the Structural Similarity Index (SSIM), which compares local 

patterns of pixel intensities that have been normalized for luminance and contrast. SSIM 

considers luminance, contrast, and structure, making it more aligned with human perception 

compared to PSNR. However, SSIM also has limitations, such as sensitivity to certain types of 

distortions and the need for careful parameter tuning. 

Recently, the Learned Perceptual Image Patch Similarity (LPIPS) metric has gained attention 

for its ability to predict perceptual image similarity more accurately. LPIPS uses a deep neural 

network to learn features from images and compute a similarity score based on these features. 

This metric has shown promising results in aligning with human perception and 

outperforming traditional metrics like PSNR and SSIM. 

Objective IQA metrics play a crucial role in automating the evaluation of image quality, 

especially in scenarios where subjective assessment is impractical or expensive. While 

traditional metrics like PSNR and SSIM have been widely used, recent advancements in deep 

learning have led to the development of more sophisticated metrics like LPIPS, which show 

promise in bridging the gap between objective metrics and human perception. 

 

IV. Deep Learning Models for Image Quality Assessment 
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Deep learning has revolutionized image quality assessment by enabling the development of 

models that can learn complex features from images and predict image quality more 

accurately. Convolutional Neural Networks (CNNs) have been particularly successful in this 

domain, as they can automatically learn hierarchical representations of images, capturing both 

low-level features (e.g., edges, textures) and high-level semantic information (e.g., objects, 

scenes). 

One of the key advantages of using CNNs for image quality assessment is their ability to 

generalize well across different types of distortions. Traditional metrics like PSNR and SSIM 

are often designed for specific types of distortions and may not perform well on unseen 

distortions. CNN-based models, on the other hand, can learn to detect a wide range of 

distortions and generalize to new ones. 

Transfer learning has also been widely used in CNN-based IQA models, where pre-trained 

models on large-scale image datasets are fine-tuned on IQA-specific datasets. This approach 

allows the model to leverage knowledge learned from generic image recognition tasks and 

adapt it to the specific task of image quality assessment. 

Recent advancements in deep learning, such as attention mechanisms and generative 

adversarial networks (GANs), have further improved the performance of IQA models. 

Attention mechanisms allow the model to focus on relevant regions of the image, mimicking 

human visual attention. GANs can generate realistic distortions, which can be used to 

augment training data and improve the robustness of IQA models. 

Overall, deep learning has significantly advanced the field of image quality assessment, 

enabling more accurate and robust models. These models have the potential to enhance 

various applications, including image compression, super-resolution, and image 

enhancement, by ensuring that the processed images meet the desired quality standards. 

 

V. Hybrid Approaches 

Hybrid approaches in image quality assessment combine the strengths of both subjective and 

objective evaluation methods. These approaches aim to improve the accuracy and reliability 

of IQA by integrating human perception with computational models. 
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One common hybrid approach is to use subjective ratings to train and validate objective IQA 

models. By collecting subjective ratings for a dataset of images with known distortions, 

researchers can train objective models to predict human-perceived quality. This approach has 

been shown to improve the performance of objective metrics, especially for complex 

distortions that are challenging to model computationally. 

Ensemble methods have also been proposed as a hybrid approach to IQA, where multiple 

objective metrics are combined to produce a final quality score. By leveraging the 

complementary strengths of different metrics, ensemble methods can improve the robustness 

and generalization of IQA models. 

Hybrid approaches highlight the importance of integrating human perception into 

computational models for image quality assessment. By combining the strengths of subjective 

and objective evaluation methods, these approaches can provide more accurate and reliable 

assessments of image quality, leading to improved visual experiences for users. 

 

VI. Challenges and Future Directions 

Despite significant advancements in image quality assessment, several challenges and 

opportunities for future research exist. One of the main challenges is the lack of a universal 

metric or model that can accurately predict human-perceived image quality across all types 

of distortions and scenarios. Different distortions can affect image quality differently, and 

developing models that can generalize well across a wide range of distortions remains a 

challenge. 

Another challenge is the need for large-scale, diverse datasets for training and evaluating IQA 

models. Existing datasets often focus on specific types of distortions or image types, limiting 

the generalization ability of models trained on these datasets. Creating more comprehensive 

datasets that cover a wide range of distortions and image types is essential for advancing the 

field of IQA. 

Additionally, the interpretability of deep learning models for IQA remains a challenge. 

Understanding why a model assigns a particular quality score to an image is crucial for trust 
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and transparency, especially in applications where critical decisions are based on these scores. 

Developing explainable AI techniques for IQA models is an area of active research. 

In terms of future directions, there is a growing interest in leveraging multimodal information 

for image quality assessment. Integrating additional modalities, such as text descriptions or 

eye-tracking data, could provide richer insights into image quality perception and lead to 

more robust IQA models. 

Furthermore, advancing the field of IQA requires collaboration between researchers from 

various disciplines, including computer vision, psychology, and human-computer 

interaction. By combining expertise from these diverse fields, researchers can develop more 

holistic approaches to image quality assessment that consider both technical and perceptual 

aspects. 

Overall, addressing these challenges and exploring these future directions will contribute to 

the development of more accurate, reliable, and interpretable models for image quality 

assessment, ultimately improving the quality of visual experiences for users. 

 

VII. Conclusion 

Image quality assessment (IQA) is a critical aspect of image processing, with applications 

ranging from image compression to medical imaging. This paper has provided a 

comprehensive analysis of IQA metrics and models, focusing on both subjective and objective 

evaluation methods. 

Subjective IQA methodologies, such as the Absolute Category Rating (ACR) and the Single 

Stimulus Continuous Quality Evaluation (SSCQE), involve human observers rating the 

quality of images based on their visual perception. Objective IQA metrics, such as the Peak 

Signal-to-Noise Ratio (PSNR) and the Structural Similarity Index (SSIM), provide a 

quantitative measure of image quality by comparing the original image with a distorted 

version. 

Deep learning has revolutionized IQA by enabling the development of models that can learn 

complex features from images and predict image quality more accurately. Convolutional 
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Neural Networks (CNNs) have been particularly successful in this domain, demonstrating 

the ability to generalize well across different types of distortions. 

Hybrid approaches, which combine the strengths of subjective and objective evaluation 

methods, have also been proposed to improve the accuracy and reliability of IQA. These 

approaches integrate human perception with computational models, providing more accurate 

assessments of image quality. 

Despite significant advancements, several challenges remain in IQA, including the need for 

universal metrics and models that can generalize across different types of distortions, the lack 

of large-scale, diverse datasets, and the interpretability of deep learning models. Addressing 

these challenges and exploring future directions, such as leveraging multimodal information 

and interdisciplinary collaboration, will contribute to the development of more accurate, 

reliable, and interpretable models for image quality assessment. 

Overall, this paper has highlighted the importance of IQA in ensuring the quality of images 

in various applications and has provided insights into the current state of the field and future 

directions for research. 
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