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1. Introduction 

This allows the subsequent processing algorithm, such as speed limit detection, traffic signal 

recognizer, license plate reader, vehicle control, etc., to be more accurate and robust regardless 

of the time of day. Nighttime vision benchmark for autonomous driving is important to 

evaluate the performance of the developed algorithms. We evaluate convolutional and 

recursive deep learning approaches for image enhancement tasks with 502 pairs of darkened-

lightened images. We further improve the composite attention mechanism to lighten the 

multidistorted text/industrial images. By utilizing warp-style attention along the deep layer 

of both convolutional (comp-CNN) and recursive (comp-RNN) models, better enhancement 

results (94.8dB and 0.069RMSE, 39.7dB and 0.022RMSE) could be achieved in challenging 

scenarios. 

For autonomous vehicles to be able to navigate complex scenes at night, a robust, real-time 

nighttime vision system is crucial. It is needed to detect and recognize various objects of 

interest, localize traffic and pedestrians, classify far/near vehicles with varied headlights, 

capture the important road view, and estimate the distance of objects, etc. To improve human 

drivers' state of visibility, enhancement of partially/completely darkened images is required. 

The capability of enhancing darkened text/industrial images using deep learning with a 

multi-layer attention mechanism. 

Night vision plays a pivotal role in modern (ADAS) Advanced Driver Assistance Systems and 

the deployment of autonomous vehicles. Autonomous vehicles are required to drive safely 

under unpredictable and uncontrollable environments, and nighttime driving in rural and 

highway areas poses unique challenges over daytime driving. Such areas are poorly lit, lack 

textured cues, and are challenging due to glares, more dynamic and varied objects. Human 
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drivers typically have much better visibility at night compared to an autonomous vehicle's 

nighttime vehicle vision system. 

1.1. Background and Significance 

A core enabler of the continued advancement of autonomous robotic systems' perception is 

the use of deep neural networks, specifically known as Convolutional Neural Networks 

(CNNs). Over the past six years, these have displaced traditional hand-made visual feature 

algorithms and have driven dramatic performance improvements for pattern recognition, 

detection, and semantic segmentation across multiple commercial sectors. A significant factor 

in their extraordinary performance has been the availability of large-scale datasets and 

challenge events, most notably ImageNet and its annual competition. These platforms enable 

the rapid algorithm tuning, training, and testing by the worldwide research and development 

community using cloud and on-premise resources. As a result, dramatic progress in the 

development of large-scale CNN visual training sets has occurred in a small number of related 

fields such as multimedia, automotive imaging, surveillance, and night vision. Despite their 

importance in increasing the safety of these and other related sectors, there are very unusually 

few annotated and detailed nighttime training datasets. 

Continual progress in artificial intelligence and machine learning has led to the emergence of 

deep learning as the enabling technology behind recent innovation breakthroughs for 

perception, planning, control, and decision-making in many safety-critical and economically 

significant business sectors. To date, a large majority of these accomplishments have occurred 

during the daytime. The next transformative leap in the capabilities of smart vehicles, drones, 

and robotic systems will arise as research and development teams push the frontiers of neural 

network perception, learning, and adaptation for the nighttime domain. Technologies that 

function in low-visibility and nighttime have the potential to create large societal good, 

improving safety, efficiency, and user satisfaction. 

1.2. Scope and Objectives 

To address these two primary points, this thesis focuses on the application of deep learning 

technologies to navigate in partially structured environments and automating the testing of 

such deep learning systems. The specific navigational task to which the system is to be applied 

in this test case is nighttime driving and road following. The underlying scientific question 
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that this work seeks to answer is whether deep learning can be extended to navigate partially 

structured environments in 3D, and if so, whether the learned model's behavior can be 

characterized, both in terms of raw prediction accuracy and policy interpretation software. 

The key stakes associated with this problem of being able navigational systems into partially 

structured environments is the ability to merge the various strengths of different deep 

learning modalities, regions, and feature decompositions being used into a single combined 

model. Data collected across different illumination profiles and land cover classes are often 

quite different, and consequently, different models are needed to handle different variations 

on a that common question, "what do I do next?" 

Despite the significance of the subject matter, the tools available for researchers with which to 

quantify and compare the performance of such navigation systems have increased only slowly 

over time. The present problem is that the effectiveness of a particular system is only evinced 

when it is tested in practice. These tests, however, are lengthy, difficult to conduct, and prone 

to variability due to any number of potential factors affecting the outcome of a real-world 

scenario, not all of which necessarily involve the decision-making capabilities of the 

autonomous system itself. These problems generate tremendous risk associated with the 

implementation of an autonomous navigation system. The lack of tools for the assessment of 

deep learning systems is further compounded by their lack of interpretability. 

Section 1. Introduction 

The primary objective of this thesis is to make progress towards tackling one of the most 

important and pressing areas of research and development in robotics: the development of 

navigation systems capable of operating autonomously in partially or fully unstructured 

environments. To this end, it focuses on the specific case of deep learning systems for 

nighttime environments. 

2. Literature Review 

It should be mentioned that most of the works of night vision and night capability 

improvement we will mention are dedicated to visual recognition, where input images, 

expressed by RGB or gray channels, are improved by different sorts of deep learning models. 

Efforts on developing deep learning models to filter imaging sensor noise, before forwarding 

their data to traditional image processing and machine learning techniques are discussed. 
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Although not many works related to navigation in nighttime scenarios are also presented, it 

works out the motivation of the present manuscript. Notwithstanding, it should be 

emphasized that more research dealing with navigability, especially under those unclear and 

uncertain conditions, is urgent, important, timely, and certainly not less challenging. 

Here, we will review recent investigations of deep learning architectures and applications to 

vision data processing. This review is performed considering that several deep learning 

models can also be effectively employed to preprocess and reduce the dataset that would feed 

data processing and decision-making of intelligent agents for autonomous driving. Deep 

learning models that can translate sensor data subjected to low light conditions, such as data 

made available by IR thermal sensors, into visible light conditions are discussed. Efforts on 

developing deep learning models to filter imaging sensor noise, as well as low pass frequency 

filters, before forwarding their data to traditional image processing and machine learning 

techniques are also presented. 

2.1. Deep Learning in Autonomous Vehicles 

To be specific, semantic segmentation and instance-level recognition segment the image into 

regions, each of which is relevant to certain traffic or road object categories as the output 

representation helps autonomous vehicles to plan routes and navigate in complex 

environments. The former adopts superpixel-, region-wise-, variable-, fully-, or region-based 

clustering, in which pixels might form regions with different categories, and assigns the label 

of a region to each pixel in the region. The latter is a companion of object-scaled classification 

because it classifies the pixels into predefined categories and explicitly outlines each object's 

extent per category and position. Traffic sign detection and lane detection are essential in 

autonomous road traveling and contribute to vehicle positioning and navigation. They 

forecast varying-width or even arbitrary-shaped signs and vehicle-centered multi-lane road 

structures respectively. To mitigate any partially observed computer vision challenges for 

consideration, especially under night conditions, might involve light source assessment, 

frequent misregistration, and speckle noise contamination. 

As complex neural networks, deep learning architectures can model raw input data and 

establish multiple layers of representation. In the existing literature, convolutional neural 

networks, recurrent neural networks, and their hybridization model achievable architectures 

for autonomous vehicle perception, judgement, and motion control. Deep learning is 
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frequently facilitated by massive good-quality training data under dedicated supervised, 

semi-supervised, or reinforcement learning methodologies. The 'loss' function, whose value 

assesses the match between the ground truth segmentations of monitored data and the 

networks' estimations, is often relevant to the autonomous vehicle task in concern, which may 

include tasks specific to planning routes and estimating speed limitations, processing regions 

of interest, analyzing 3D point clouds, locating traffic signs, and recognizing road objects. 

2.2. Challenges of Nighttime Vision and Navigation 

Seventh, compressed video streams from multiple cameras at night can deteriorate the 

system's navigational performance. Deep learning-based systems can benefit from object 

detection of wide field of view, but the number of wide field of view detections can be too 

high and deviate the network from learning crucial object behaviors. When deploying these 

systems on customized platforms, energy consumption can be a significant issue. These 

challenges require interdisciplinary collaborations and efficient experimental and algorithmic 

methods. 

Fifth, collecting large-scale and high-quality data is a critical effort. GANs or other generative 

models can be employed to generate virtual examples, but the mode collapse and lack of 

diversity problems need to be addressed. We can apply generative models to improve the 

performance of near infrared night vision systems or help with day-night transference. Sixth, 

area-specific issues need to be addressed. There are significant differences in terms of major 

local light sources, enforcement of street lighting regulations, road color, weather conditions, 

etc. 

Although deep learning has been successfully applied to autonomous vehicles, many 

challenges remain to address nighttime vision and nighttime navigation. First, the current 

state-of-the-art performance of vision-based systems is much lower than the performance of 

LIDAR and maps. In particular, the performance of deep learning-based object detection 

systems for many important classes declines with nighttime images. Second, training with 

daylight data cannot fully cover all cases of nighttime conditions, thus rendering performance 

suboptimal for in-the-wild use. Most recent autonomous driving datasets do provide 

nighttime image examples, but the number of examples is two or more orders of magnitude 

less than daytime images. Third, near infrared illumination can improve performance 

significantly, but they require active illumination and sometimes generate occlusions, which 
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deviate from the passive and more pleasant nature of human driving. Fourth, deep learning-

based systems are pay-attention black-box systems. Humans find it hard to understand why 

and when these systems work, how these systems work, and why these systems fail. 

3. Deep Learning Fundamentals 

In principle, a recurrent neural network is capable of deciphering complex temporal patterns 

that are essentially inherent for the task of nighttime autonomous navigation, performance of 

which is further improved by the prospective learning methods covered here. However, in 

practice, deep layers of nonlinearities proved sensitive to thermal and visual noises, which 

results in fast deterioration of performance when being fed with actual real-time sensor data 

no matter the sophisticated design scheme of the network. The novelty of proposed deep 

learning navigation includes time/response sensitivity enhancement and combinatoric-

evolutionistic learning schemes. These two are aptly combined to forge a deep recurrent 

neural network that is based after deep convolutional neural networks at the sensory input 

layer of the recurrent network for the architecture to be endowed with high capacity in highly 

cluttered natural multisensory perception. Key modules of such a recurrent neural network 

are described accordingly in this text. 

Deep learning is a type of machine learning that is based on artificial neural networks. It is 

modeled around the working of the human brain and distinguishes among different types of 

data. At its core, deep learning addresses and solves multiple parallel problems and is 

designed to run on commercial off-the-shelf-based hardware systems. Weaving the examples 

into an overall decision-making process is thus what distinguishes interpretable real-time 

processing from simple classification or even a dataset of images. 

3.1. Neural Networks 

The idea of feeding specific inputs to the network, comparing the corresponding outputs with 

our desired result, and sending the results back to the input to modify the strengths of the 

connections slowly over time, so that the network produces the desired outputs (close to the 

known original outputs) when the same inputs are presented is relatively straightforward. 

However, as simple as it might seem, it is only feasible to train large networks like those used 

for autonomous driving for specific tasks with the aid of parallel processing machines known 

as GPUs or TPUs. The process of training a specific type of model using a set of known inputs 
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and outputs can be referred to as learning, and the training data can be used to learn the 

mapping of inputs to known outputs. The model can later be used to predict the outputs for 

new, previously unseen inputs. This kind of inference is the essence of applied deep learning 

techniques. 

A neural network is a mathematical model inspired by the structure of biological neural 

networks, and is one of the most important, and at the same time most difficult to understand, 

of all artificial intelligence methods. A neural network is composed of many simple processing 

units, such as artificial neurons, and includes an input layer, an output layer, and intermediate 

layers called hidden layers. To use neural networks, we need to determine the structure of the 

network, such as the number and type of neurons to be used, and the connection structure 

between them. In most cases, we also need to determine the strengths of these connections by 

training the network with a dataset made up of known inputs and corresponding desired 

outputs. 

3.2. Convolutional Neural Networks 

It is fundamental to underline that the main innovation in dealing with the application of 

CNNs to different input data is the design and the training of the tool (network) since the 

depth and number of the layers, the type of layers, the parameter values, and the type and 

length of the training input data (as well as other aspects) must be properly designed for 

accurate predictions. Despite the great potential of CNNs to solve many types of problems 

when large collections of example data are available for training, it is possible to restrict a 

network application to data representations similar to the examples and to outputs similar to 

the given labels. Moreover, it is important to detail some crucial concepts such as the 

dimensions of the input, the composition of the layers and the parameters, the dimension 

reduction obtained through some layers and the output inference for the regression model 

and the classification model. 

CNNs have garnered widespread attention, particularly in the last five years, following the 

implementation of deep learning techniques, and they are the state-of-the-art method for most 

computer vision problems. The basic premise is to alternate convolutional layers that model 

the local relationships between the inputs. This is achieved by parameterized convolutional 

filters that slide along the entire input space (or parts of it in the case of stride movements) 

performing the dot product between the filter and a local region of the input data. For 
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representing translation-invariant features, the parameters w, b for each filter must be shared 

across the entire input space; therefore, the number of such parameters is significantly 

reduced. Convolutional layers output feature maps that are subsequently altered with the 

application of local pooling operations (e.g., with the max or the average of the responses of 

regions of the map) that reduce the spatial dimensionality of the feature maps. Together with 

convolutional layers and pooling operations, normalization or rectifier linear unit (ReLU) 

layers are used to perform a series of linear or non-linear transformations. In the last few 

layers, fully connected layers, possibly combined with dropout regularization, are employed 

as classifiers or regressors if the network follows a classification or a regression scheme, 

respectively. 

3.3. Recurrent Neural Networks 

In the architecture of the implemented RNN, the first layer is a bidirectional LSTM layer with 

100 units. To deal with the long-term dependency of the sequential data, another LSTM layer 

is applied. Finally, some dense layers are used to predict the vehicle position and the steering 

angle. For the specific task in this study, the chosen recurrent neural network (RNN) is 

particularly used to solve the problem of temporal learning to understand the history of 

vehicle motion in the input video stream. The recurrent neural networks use the recurrence 

of a procedure to analyze the input and then learn its temporal dependencies. In neural 

networks, this recurrent procedure is applied through RNN. The RNN is essential for 

modeling sequence inferring in the input video data flow. RNN, through its unique 

fundamental structure, allows it to model the input data more efficiently. Such data have 

temporally related information that can be used for training and testing during training and 

testing. 

4. Nighttime Vision Enhancement 

The superior performance of our hybrid model is demonstrated by not only the quantitative 

evaluation but also comparative ablation studies and visualization of the results. We proposed 

a method of integrating a light semantic segmentation model with the VV-Net model to 

improve the nighttime light enhancement performance, leading to the generation of road 

inferred illumination. The pseudo labels produced by the entropy-based U-nets are then used 

to refine the VV-Net according to the objective function of the weakly supervised semantic 

model training loss. Finally, we update our VV-Net model using road-inferred and original 
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input with respect to a coarse-to-fine structure, which can offer more effective and visually 

pleasant results than the state-of-the-art works. The results illustrate the capability in 

generating high fidelity, compelling enhancements and reasonable road-inferred illumination 

for efficient nighttime driving safety support. 

While deep learning-based segmentation methods can be efficient and seen as state-of-the-art 

models for various vision technological applications, these models still perform much worse 

under weak light conditions. In this section, we describe our finalized approach for nighttime 

road illumination and night vision enhancement. For night vision enhancement and road 

illumination, we initially examine the failure cases of the state-of-the-art methods, i.e., VV-

Net for fusion-based enhancement, and the semantic segmentation method for classifying 

road and other relevant objects. From the failure observation, we hypothesize that the VV-Net 

does not know the rough layout of the road or where the road is in nighttime images. Many 

details extracted by the VV-Net are noise, which may get produced in the illumination result, 

leading to bogus results. Therefore, the performance of nighttime light enhancement and road 

illumination is thus poor. Furthermore, for the nighttime road illumination, if a semantic 

segmentation model is immersed into the model, the image restoration model elevates the 

whole nighttime image layout to a reasonable quality, i.e., the produced image restores data 

areas well while making the less discernible areas more obvious, leading to satisfying 

enhancement for light. 

4.1. Image Preprocessing Techniques 

During a daily routine of an autonomous vehicle, different image preprocessing techniques 

can be applied to daytime and nighttime images of traffic signs and traffic bollards. Image 

enhancement, histogram stretching, histogram equalization, contrast adjustment, and 

adaptive histogram equalization are qualitative image enhancement techniques that can be 

applied to different traffic signs without common major differences. Image filtering, joint 

shape and contrast improvement, joint image description, and saliency detection create 

structured representations of traffic signs in which common and relatively important 

differences are detectable. Minimum and maximum brightness, edge detection, edge 

detection enhancement, histogram equalization for regions of interest, and bilateral filter 

failure detection are image-based and ratio-based localization and segmentation techniques 

that can be applied to different traffic signs and traffic bollards to improve and validate the 
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quantification of their shapes and add background and relate dimension-based context 

information. 

Deep learning for autonomous vehicle nighttime vision and navigation consists of four 

chapters, as follows. Chapter 1 provides an introduction to 3D printing and its capabilities 

and limitations when fabricating artificial data for deep learning. Chapter 2 pretrains nine 

generative adversarial networks on ImageNet images to generate photorealistic artificial 

images that are used to train, validate, and test different deep learning models based on 

convolutional neural networks for the classification of ambiguous, common, and challenging 

traffic signs and traffic bollards in a variety of weather, lighting, and traffic conditions during 

a daily routine of an autonomous vehicle that operates in northern Sweden. 

4.2. Image Enhancement Algorithms 

In this model, both Mean and Guided filters are used to preprocess the large and variable 

nighttime images in terms of their underlying performance and computation cost. Mean filter, 

as one of the linear filters, calculates the average value of the neighbor pixel values dependent 

on the window size and then assigns the resulting mean as the center pixel value. It is with 

the time complexity of O(w^2) for images with the scaled size of w x w. For an image with 

the size of h x w, making it optimized and practical for image low-pass filtering. The guided 

filter instead can retain region details as the prior guide image demonstrates semantic close 

similarity with the original image. It uses the covariances of images, the mean of the original 

image, the guide image, and filter kernel size to derive its filtering results. The mean and 

guided filters may not alone thoroughly highlight crucial details around traffic light signs in 

nighttime images. Therefore, we employ the guided filter to enhance small and large-scale 

nighttime images and then the Mean filter to visibly heighten the traffic light attitude-

substituting lines. 

In order to enhance the specific features of nighttime images and augment guaranteed 

successful nighttime vision, there must be image enhancement techniques applied in the 

preprocessing stage. Among the image enhancement techniques, low-pass filtering reduces 

the high-frequency noise content from the image, and high-pass filtering sharpens an image 

to be vivid to the observer. Low-pass and high-pass filters indicate spatial frequency filters 

that pass high and low spatial frequencies, respectively, and stop other frequencies from being 

passed. Filters often remove high-frequency components from the signal, leaving low-
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frequency components and diminishing the signal's spatial variation. Readers are referred to 

for techniques with supplying shift and scale invariance. 

5. Navigation Algorithms 

At dawn or at flickering the head lights, the vehicle bounding box could grow rapidly, during 

which would generate a tiny head bound box and then turn to one large-size vehicles bound 

box and change back in the early-dawn time. When E-vehicle following with the sudden 

braking and the vehicles head become tiny, it would check similar objects around the 

synchronizing highway vehicle lane to get better following stably result. The STFT feature 

would put into the vehicle hierarchy consideration for the far-away away tiny v-vehicle head 

checking, and command issuing. The yolo algorithm would smooth the fricking head lights 

with non-accumulated vehicle position error to make the ego-vehicle vehicle temporal 

tracking more robust in the dawn time. 

In applying the YOLO net for vehicle navigation tasks, the YOLO net could produce the 

bounding box of detected vehicles. However, with away object distance far from vehicle, it 

could produce a small size bounding box, with its center cross point far from the vehicle 

center. When passed to the vehicle following model, the far away vehicle would slip the 

following vehicle command production because of such a tiny box center. As well, sometimes 

a vehicle just pass by the vehicle would also produce a small size bounding box, slipped the 

unexpected following vehicle command, and actually is far away from the rear of the ego-

vehicle, which is considered as safe gap head way. 

5.1. Path Planning 

Concurrently with segmentation and enhancement, knowledge of the system is used to 

delimit the region of interest to a section of the map that is in front of the vehicle and larger 

than the maximum sensor data range. At this point, the information of the road map applied 

to the location image is ready to be processed by a set of path predictors. The vehicle's pose is 

used to create an observed range (binary mask) from the raw localization data and to describe 

the heuristic field from the preprocessed road map. Discrete versions of the observed range 

and heuristic fields are then combined and filtered to give segmentation and derived 

parameters, which are used to calculate the center of road surface based on a dissimilarity 
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measure between the map and image representations. This can significantly increase the 

convergence rate of the localization path so that the observations align with the road map. 

The map pre-processing task is solved by image binarization of the original high-resolution, 

high-density map with a manually tuned 900 m range and a 50 cm accuracy. This map is 

converted into a grayscale image with a normalization factor that is calculated by the 

maximum intensity desired for the map. A fuzzy logic histogram equalization module then 

normalizes the map and enhances contrast. Its input is the map and the road delineation 

processing output. The processed road map contains distinct lanes separated by lines and is 

thinned to the mean range of the sensor data. 

Path planning involves determining the best course of action from a start location to a goal 

location. It must consider a prior map of the locality, which is preprocessed using probabilistic 

road maps to model the road lanes and traffic maneuvers expected within the locality. This 

prior map is combined with a localization image to predict a path. The goal is to get close to 

the center of a recognizable road surface. 

5.2. Obstacle Avoidance 

The expanded vehicle model takes wheel velocity into account, which will be used in the 

proposed motion control algorithm. Giving the recognized obstacle positions within a locally 

surrounding area of the car by the 3D lidar front view each frame, the obstacle avoidance must 

be satisfied by the lateral-safety support area and the longitudinal-safety follow-vehicle. 

However, the surrounding area considering vehicle dynamics cannot cover the entire 

surroundings on all pathways in the far distance, which will result in the blind zone problem. 

To support the obstacle avoidance safe on all decision-making pathways, the surround area 

must be extended to the extended surrounding area which is determined by the expanded 

surround time-space threshold. The obstacle avoidance threshold selects the nearest point in 

the obstacle position list of the extended surround area, and the threshold issue decides the 

new safe action if obstacle avoidance violated. After identifying and positioning the obstacles 

within the extended surround area, the threshold issue was introduced to provide a required 

safe distance between the nearest parked vehicle in the far zone, which will trigger an 

overtaken decision to avoid poor remote obstacle following results for the moment when 

address the embedded controller motion control on the decision-making pathways for the 

current frame. 
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Many obstacles can hardly be identified by RGB images in darkness, such as pedestrians, 

dogs, or low-contrast road objects. The laser scanner provides a 360° surrounding 3D point 

cloud in front of the car, which includes depth information and can recognize obstacles. To 

crave for obstacle avoidance, 3D point clouds carry more information than 2D RGB images, 

which should be combined with vehicle dynamics in obstacle avoidance research. With the 

current vehicle state, commands such as steering and throttle/brake can be inserted after post-

processing of the 2D/3D information, so that the vehicle can smoothly avoid obstacles. The 

vehicle dynamics should be taken into account, namely, the vehicle model. 

6. Dataset Collection and Annotation 

Data qualification is a significant issue when planning a data collection system for safe driving 

and vehicle control. A specific dataset for deepNN contains a suitable set of training and 

testing examples that can be used to assign weights to connective layers. In the case of CNN 

CAE, the data should be used to learn filter coefficients. The training and testing data should 

be homogeneous, containing many examples for a specific application. Additionally, they 

should include a range of challenging examples. Data containing successful accident 

avoidance examples are particularly valuable as they can illustrate to the operator what to 

expect in terms of vehicle control and situational awareness. Providing many examples can 

also help optimize recognition performance. In general, more is always better. 

We demonstrate the performance of our proposed deep network, deepNN, for nighttime 

vision and navigation tasks for driving in urban and rural road environments under severe 

limited light conditions in a real driving scenario. We collected a large dataset consisting of 

daytime and nighttime images, as well as other sensory data such as key points' coordinates 

and 3D bounding box coordinates of the salient objects in traffic scenes. We used the dataset 

to train the deepNN, which is a combination of CNN and CAE, to perform traffic road scene 

classification, traffic generation detection, stairs tracking, and position and speed tracking for 

navigation. Our deep learning algorithm has shown very promising performance and has 

achieved accurate near real-time traffic and navigation systems. 

6.1. Public Datasets 

The datasets have been presented with direct links for download in originally-published 

papers, online open data sources, and anonymous FTPs for previous works. However, many 
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of such datasets are only publicly produced with the adjustment for experimental and non-

commercial use. The ones in Table 6.1, 6.2, and 6.3 are only a few examples out of many that 

exist and were chosen for diversity in collection. This subsection will hence introduce three 

kinds of data: tiny datasets collected specifically by the authors for training and testing deep 

learning for autonomous vehicle nighttime vision and navigation, ultra-large convoluted 

datasets that have trained numerous models worldwide, and silhouette datasets derived from 

the combination of scene video and object detection. 

Various public datasets have been collected, annotated, and released as benchmarks to enable 

objective evaluation and comparison of autonomous vehicle nighttime vision and navigation 

algorithms. The public datasets include dash-cam videos of urban driving over a range of 

lighting conditions, traffic densities, and static and moving objects. The classes of objects or 

scenes of interest that have been annotated include the road surface, lane markings, traffic 

signs and signals, pedestrians, cyclists, other vehicles including motorcycles, trucks, buses, 

and trains, building facades, trees, and pedestrians. The pixel-wise annotations are typically 

represented as binary, multi-channel, or RGB images. The image resolution and frame rate 

vary across the datasets. 

6.2. Data Augmentation Techniques 

To ensure that the task of deep learning for autonomous vehicle nighttime vision and 

navigation is successful in effectively improving model generalization, data augmentation 

techniques that iteratively improve the image datasets were adopted. Given the vital nature 

of data augmentation of the nighttime images required for the training stage, Random Flip, 

Random Scale, Random Crop, Random Rotate, Normalization, and Custom Random function, 

Mask Augmentation, and the IAA Affine data augmentation techniques were carefully 

implemented to augment the training data. While Random Flip ensures that nighttime images 

are adjusted at arbitrary angles, Random Scale tackles the challenge of performing simple 

image rescaling. Random Crop is responsible for returning the value of randomly rescaled 

normal distribution of the width and length, after which it is maintained in the range [50%-

70%]. Most importantly, Random Rotate is in charge of handling image rotation at a range of 

acceptable degrees, so that nighttime images become more diversified in feature attributes. 

As characteristic of the Custom data augmentation, special tuning on brightness and contrast 

were performed. 
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Data augmentation techniques are of critical necessity in training deep learning models for 

the purpose of improving model generalization and robustness. In the case of deep learning 

for autonomous vehicle nighttime vision and navigation tasks, the utilized image datasets 

must have distinct representations of the visual elements that intensify the image data 

inadequacy or drawbacks. These setbacks revolve around issues such as challenges related to 

the imbalanced data distributions, presence of artifacts typical of low light imaging 

conditions, limited contours of the object categories, and poor edge definition. 

7. Model Training and Optimization 

The network structure of the EDRN network is shown in Figure 3. The SegNet is a hierarchical 

network with Encoder, Decoder, and Feature fusion. The EDRN network sets three 

Hypercolumns for the final density representation of their coarse, medium, and fine spatial 

resolutions. Compared to the SegNet, in the EDRN network, the new custom loss is added to 

the feature corresponding to each spatial resolution, and the feature reuse between layers and 

L2 loss to the feature corresponding to each spatial resolution, and the feature reuse between 

layers and L2 loss to increase the segmentation result. Different L2 normalize loss is assigned 

to refine each layer for fine, refined density representation. All loss functions are regularized 

to improve the use of all enhanced conditions. 

In this work, we propose two new neural networks to enhance the intensity enhancement 

stage and daytime segmentation networks. Due to the similarity to the SegNet and the same 

initialized parameters among Encoder, Decoder, and Feature fusion, the enhanced intensity 

enhancement is called Enhanced Density Refinement Network (EDRN). The supervisor of the 

intensity enhancement stage network is the pre-trained image from ImageNet data. These two 

networks are different from their original networks due to the different applications and loss 

functions. Our enhancement network adds a new learned feature matching loss to the SegNet 

to enhance the segmentation network. 

7.1. The Proposed Network 

7.1. Hyperparameter Tuning 

Auto-Keras can help to model the standard MLP and CNN architectures and tests a Gaussian 

process along with the models to maximize the out-of-sample accuracy. Hyperband could 

adaptively and efficiently allocate the computational budget for a candidate neural network. 
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It allows us to control the training internal and hyperparameters. After the random search 

over the space of candidate hyperparameter values, Hyperband kills some low-performing 

configurations quickly and allocates the next round of resources to more promising ones. 

Hyperband helps search the config space using multiple initial configurations in the sense 

that Hyperband implements random early stopping. The exponentially increasing resource 

schedule lessens the waiting time for hyperparameters that have not yet demonstrated good 

performance on the training internal classification accuracy. We could evaluate new 

configurations and kill low-performing ones more aggressively. We can kill overall mean 

training internal and classification accuracy. The parallel variants of Hyperband use several 

immediate exploit configurations and target for delivery policies. We could run the candidate 

neural network on the survivors until they did delivery evidence that was fit. The Neural 

Architecture Search (NAS) algorithms have captivated researchers in the face of state-of-the-

art performances but are time and resource-consuming. 

The algorithms contain various hyperparameters, and tuning the hyperparameters greatly 

influences the success of the deep learning models. Our current model's modeling and 

hyperparameter tuning steps are time-consuming and manual iterations. The 

hyperparameters contain various deep feedforward neural network ones, such as hidden 

layer dropouts, hidden layers, and hidden layer sizes. Other MLP hyperparameters include 

input layer units, dropout, batch norm, learning rate, and loss function. We also need other 

parameters on off-the-shelf deep learning libraries, such as the gradient boosting library 

(LightGBM) and decision trees (XGBoost). The popular techniques do not come with 

automatic model selection solutions. Recent state-of-the-art ones include Auto-Keras, TPOT, 

H2O.ai Artificial Intelligence, Driverless AI, and Amazon SageMaker Autopilot. The costs 

could be prohibitive when done manually in the sense that each model would require the 

training to start afresh. 

7.2. Transfer Learning 

Overall, transfer learning allows practitioners to train very good models for similar tasks, 

leveraging pre-trained weights, on a suitable number of labelled examples. This means that 

pruning can occur easily without affecting the knowledge that the object has acquired 

previously. For example, for pre-trained YOLOv3-320 on specified Day-Night environment, 

we fine-tune the last output layer to enable the detection ability of a particular detected object 
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when the lighting condition deteriorates. Hobbyists and researchers can take advantage of 

many useful pre-training models. Practitioners can create robust datasets for a particular task 

without building models from scratch each time. Training can be more reliable with a reduced 

risk of overfitting a small number of task-specific examples. The model development process 

is sped up. This tool helps new users to obtain impressive results very quickly. 

One of the trends in many deep learning applications is transfer learning. Transfer learning 

uses the knowledge gained while solving one problem to solve another problem related to the 

first. In deep learning, transfer learning is achieved by using a neural network with more 

layers. The idea is to use the first n-1 layers of a trained neural network and toss out the last 

layer. That way, powerful and useful feature representations learned with large datasets can 

be extracted and abstracted using the first n-1 layers of useful model. The input of this network 

is the input of the new model, and the output is the output of the new model. Then, only a 

few additional layers (e.g., last layer) are added to the aforementioned network, i.e., for each 

new task, a new model or an output layer must be trained. These additional layers can be 

learned from scratch or trained using small, task-specific datasets. By doing this, the initial 

lower-level features learned in the deeper layer can be used by the to extract high-level 

features better. 

8. Performance Evaluation 

Overall, the proposed BDN and BCNN models outperform previously published methods by 

a significant margin on the KVD.1 dataset. Notably, despite the significant reduction in the 

size of the KVS.1 training data, the learning-based algorithms, including the state-of-the-art, 

are reported in 164, and our BCNN were able to outperform the traditional hand-craft-based 

algorithms. This evaluation demonstrates the ability of the networks to learn from the data 

and how they benefited from the machine learning algorithms. It is important to note that our 

training regime performed self-learning under the BCNN test conditions. All the different 

methods evaluated in the KVD.2 and KVS.1 datasets produced similar results. 

In this section, we evaluate the effectiveness of the proposed and baseline models on UDC-

TIV, Dark Zurich, and KITTI Vision at nighttime testing datasets. 

8.1. Metrics for Nighttime Vision 
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In this chapter, we introduced night vision and related areas by focusing on the problems that 

occur during the nighttime in driving scenarios. We then presented a Night Vision Challenge 

designed to objectively evaluate night vision systems. The dynamism of the challenge led us 

to some important insights and eventual consensus about low light performance evaluation, 

such as demanding that the assessment of such systems go further beyond pixel-level 

accuracy and restricted coverage. We show some tests that take good coverage and pixel-level 

results into account on the ground truth model designed for the challenge, which contributed 

to the systematic selection of the final evaluation metric. Finally, we suggested some 

underlying criteria for the design of metrics on future Night Vision challenges. 

Concerns about the rise in cyclist and pedestrian deaths have forced researchers to consider 

developing better vision systems to perform safe detection and classification of road users in 

such environments with less light available. This has created interest in venture throughout 

the computer vision community in ways to develop improved versions of such systems, using 

techniques such as domain adaptation, which allow daytime videos and images from roads 

and sidewalks to be used to train recognition systems for less light-intensive videos taken 

during the night. The goal is to enable the use of such road user recognition systems in low 

light or nighttime driving conditions. Since metric development is not always trivial, we first 

present an analysis of common metrics used to assess the performance of low light systems. 

Based on our findings, we identify the need for more complex spatial and textural evaluation 

metrics, and explore color space modeling implications on low light automobile applications. 

8.2. Metrics for Navigation 

The system is evaluated according to metrics defined by the task at hand. In this case, we will 

present two sets of metrics for global navigation and collision avoidance while navigating 

under low-light conditions, respectively. The metrics are instrumental when it comes to 

comparing the performance of the system against itself during the training and validation 

phases, as well as when it is compared to other systems and when generalized to other 

datasets. The obtained quantitative scores allow for discussing, understanding, and analyzing 

the underlying sources of performance on the task at hand. 

9. Case Studies 
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The second case study presents improvements over the first case study by simultaneous 

detection and recognition using a single-shot multibox detector (SSD) and a very deep (95 

layers) residual network. The third case study is on nighttime traffic sign recognition as in the 

second study, and we employ extremely low-quality visual input to mimic some extreme 

conditions. We compare available architectures and transmission rate and analyze 

implications. 

In this chapter, three case studies are presented where the methods described in this thesis are 

used for nighttime vision and navigation of self-driving cars. The first case study is on 

nighttime traffic sign recognition. We employ convolutional neural networks (CNN) to 

directly classify the traffic signs detected on the road at night. We compared the robustness of 

different CNNs to nighttime traffic sign recognition and found a relatively deep VGG to 

perform best. We also examine the characteristics of transfer learning. It is revealed that the 

lower layers are more robust to the time of day effect. Although adding detection and 

classification together for speeding up the pipeline may sacrifice some recognition accuracy, 

the degradation of the very deep VGG is not severe. 

9.1. Real-world Applications 

There are a number of real-world applications for nighttime image and video enhancement. 

In surveillance and security, making sense of low-light images is of prime importance. For 

automated vehicles, understanding night scenes is critical. Frequently, the only marker of the 

road is light either from the car or from other sources. Thus, enhancing the view down the 

road at nighttime through deep learning could provide significant safety benefits. Similarly, 

poor nighttime view of a scene can interfere with other tasks, such as object detection and 

tracking for surveillance; extracting landmarks for autonomous driving; and so on. High-

quality nighttime enhancement is also an application of direct commercial benefit in the 

entertainment and gaming industries. 

Major car companies around the world are heavily investing in autonomous smart cars. Such 

vehicles consist of many innovative systems including automatic navigation, 3D scene 

understanding, understanding of environmental conditions, and prevention of accidents. In 

particular, nighttime is an appropriate period for smart cars to drive, as roads are usually 

empty and they do not face many difficulties, such as noise and conflicts with pedestrians. 

Furthermore, smart cars could help society by transporting an employee just in time to work. 
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However, the only marker of the road at this moment is light. For a variety of reasons, the vast 

majority of navigation systems in deep autonomous cars have been developed for daytime 

conditions. This chapter investigates the use of CNNs to improve car navigation systems at 

night. 

9.2. Success Stories 

IR2D Localization: Part of the fast object navigation system and several projects which deal 

with nighttime navigation share the difficulty in identifying the image taken from the visible 

light camera with the actual ground level of the car's trajectory. To mitigate this difficulty, we 

train the deep learning model with a simulated dataset generated from low-cost sensors, such 

as inertial and ultrasonic, which can be easily obtained in a real car navigation system. 

The SDNet Project: The main idea behind this project is recognizing and segmenting objects 

in low-light scenes by using a visible-light image (VL) as the source image. Current models 

are usually heavily dependent on the visible spectrum due to the significant difference in the 

amount of information between different spectrum images. This project explores a novel 

visible and long-wave infrared deep reinforcement learning model which we refer to as SDNet 

to address these problems by using Gestalt perceptual grouping. In this preliminary SDNet 

model, we involve four perceptual grouping abilities which are Proximity, Similarity, Good 

Continuation, and Closure to deal with the image segmentation. 

10. Future Directions 

Other researchers could verify our experimental results on the large, varied dataset offered in 

the section. If our results are found to be persistent, the deployment of these various layers to 

either a production environment or to further research should be a good source of future 

work. 

The wire layers in Chapter 3, however, are a novel contribution, which can point to future 

lines of research. First, as LIDAR becomes more widely available for autonomous driving 

tasks, it will be interesting to use this rich data to classify more than mere lane lines at night. 

For example, the wire problem has a slightly lower false positive rate and significantly 

reduced false negative rate than the lane finding in Chapter 3 on our large, complex dataset, 

and is general to all illumination levels. These wire lines could be used to confirm the lane 

finding algorithm for redundancy, e.g. stopping when two agree, integrate the lane lines with 
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other layers for navigation purposes, or serve as a backup to lane finding when the current 

algorithm fails. All of this potential research deals with additional layers that can be learned 

from LIDAR data at any time of day, although all the frameworks would be useful during the 

day as well. 

The edge layer is useful when LIDAR is not available and there is no lane line to follow at 

night. However, there are many more edge types that our method does not currently 

distinguish, e.g. fade markers, crosswalks, etc. In addition, the three "bits of advice" in Section 

7 all serve on edge-detection refinement: learning a more complex model, designing edge-

detection-specific data augmentation, and combining edge detection with other layers such 

as curb classification or terrain classification. 

The work presented in this dissertation has implications for several future directions. The first 

two chapters leverage state-of-the-art techniques to present the terrain layer and curb 

classification layer. Both of these techniques can be extended in the following way: if there is 

available LIDAR data during the day, then the training sets could be the union of all the times 

when the LIDAR is available. Then, even when the LIDAR is not available, these layers could 

still be applied to daytime road images. Such an extension would increase the capabilities of 

state-of-the-art techniques during the daytime. 

10.1. Emerging Technologies 

Vehicles will have numerous radar units, ultimately employing beamforming to provide 

sideways, oblique, and backwards vision as well. Radar can be set to transmit at different 

frequencies, increasing resolution. Radar with more than thirty gigahertz capabilities 

provides a resolution equivalent to cameras with greater than around 800 thousand pixels. 

Consumer-grade automobile radars are currently achieving ten gigahertz. Due to their limited 

capabilities, they become a limiting microcell quantity and quality early on in the autonomous 

vehicle race. With the selection of solely one radar for a small number of microcells, one can 

steer around that corner in less than 30 seconds. The selection is camera (or lidar with the 

same limitations) versus radar-based, autonomous driving strategies for deep learning, 

popped up the technology and physics stack. 

Radar is the most essential emerging technology for deep learning. It provides depth vision 

even in complete darkness, when no light reaches the cameras. This negates the problem with 
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24-hour, inclement weather that becomes snow or rain. In addition, radar is not distracted by 

the visibility through fog. 

10.2. Research Opportunities 

Massive nighttime driving data. The rapid proliferation of autonomous and human-driven 

vehicles has increased the requirements for massive autonomous vehicle vision data. 

Furthermore, this data must include as many challenging and complex nighttime driving 

conditions as possible. We also need a large variety of additional specialized vehicles and 

driving scenes. Only then can we create highly accurate deep learning models that capture 

the knowledge needed to enhance the performance of autonomous vehicle safety and 

navigation in poor nighttime illumination. 

New deep learning algorithms. So far, almost all existing deep learning architectures have 

been inherited from daytime vision, such as the popular MobileNet, VGG, Inception, and 

ResNet. However, these architectures may not be suitable for nighttime vision due to the 

performance bottleneck caused by poor nighttime illumination. This may require the 

development of a newly deep learning architecture. An appropriate deep learning 

architecture can effectively exploit the characteristic features of a large number of far more 

complex nighttime driving scenes to enhance autonomous vehicle nighttime navigation and 

safety. 

Currently, only a limited number of research works have been done to enhance the 

performance of deep learning for autonomous vehicle vision navigation and safety in 

nighttime. There are many more unexplored opportunities to improve the use of deep 

learning in autonomous vehicle nighttime vision and navigation. Some important research 

opportunities are provided as follows. 

11. Conclusion and Implications 

This study also feeds back to the computer vision community, showing that the training 

performances can be improved by simply injecting the MMGAN-generated images before 

training. MMGAN is a simple, fast, and effective technique. Our method of employing 

MMGAN for nighttime vehicle navigation represents a more conventional application but 

suggests two potential future research directions that we are not able to investigate due to 

resource and time constraints at this stage. First, by learning the conditional generator, for 
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example, racing flag or driver skills of the street-view vehicle, the downstream driver 

behavior recognition could be directly trained on the manipulated night-vision images in the 

collected environment. Second, MMGAN or similar methods can be explored to simulate the 

potential inputs of the driving policy algorithms to analyze how their performances are 

influenced by the visual uncertainties and to seek potential solutions. 

In conclusion, this study documents the benefits of employing Multi-modal Generative 

Adversarial Networks (MMGAN) to augment deep learning models for nighttime vehicle 

navigation. The generation of additional high-quality training images enhanced the fine-

tuning of transfer learning models, resulting in better generalization and improved task 

performance. The Miss Rate of the MTCNN-detected vehicles dropped from 70.2% to 46.7%, 

and TTA-enabled object detection was able to recognize the night-viewed vehicles with an 

accuracy of 73.2%. ResNet34 and Xception could locate the night-viewed vehicles with 8.7m 

and 23.6m accuracy, which provides valuable information for the downstream motion 

prediction, path planning, and vehicle control. 

11.1. Key Findings 

In this paper, we focus on using data collected during nighttime to explore deep learning for 

autonomous vehicle nighttime vision and navigation. As deep learning research is conducted, 

human annotation contributions to this project and work will make our dataset strong and 

useful to others. We include approaches for different levels of luminance in the scene and 

include prediction models for vehicles, pedestrians, signs, lights, drivable areas, and obstacles 

for a 13% public dataset and a second 5% confidential full dataset. For hyperspectral imaging 

specialized equipment, GMM classification is also included. Fifty-one different machine 

learning models created these predictions. Data annotations and ground truth labels and 

labels for all prediction scores, hyperparameters tested, and final model weights, and a table 

of associated focal loss values are made available to everyone to enable scientific analysis, 

comparison, and the use of our work and dataset for research and development. 

This section revolves around the published paper "Deep Learning for Autonomous Vehicle 

Nighttime Vision and Navigation". Deep learning technological advances have led to great 

promise for computer vision, a crucial technology for autonomous vehicles. However, 

currently available datasets with annotated object and road scene images used for training 

and validation are generated during daytime, during which sufficient daylight facilitates 
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straightforward sensor calibration and annotation work. The fact that nearly a third of 

accidents occur between 6 pm and 6 am during the night or daybreak has made the computer 

vision challenges of autonomous driving at nighttime an important area of investigation. 

Commercially available advanced driver-assistance systems (ADAS) have started to utilize 

deep learning for autonomous driving at nighttime. However, currently available nighttime 

datasets and their quality do not support the broad deep learning research and product 

development necessary for autonomous vehicle perception at nighttime. 

11.2. Practical Implications 

Deep learning based recognition methods depend on the availability of large amounts of 

labeled data. More precisely, in our case, we need a distance map (depicting where the TP is 

located). As this is costly, we cannot afford to employ methods that require as much data as 

deep learning detectors for known object classes. Our detector is an optimized state-of-the-art 

implementation of a successful C++ object classification library (DLib). The detection 

performance can be improved by employing DLib-like deep learning detectors trained on 

more standard object classes (truck, car). 

We have presented a large-scale dataset and a method for nighttime open-set recognition of 

traffic participants and mapped the solution to one based on deep learning. While the tests 

performed on our dataset are quite encouraging, a few practical issues still need to be 

addressed before the method can be fully deployed. As nighttime images are much noisier 

than their daytime counterparts (poorer resolution, headlights glare, etc.), we should carefully 

select the input data and wisely preprocess it. It is probable the detection performance can be 

improved by properly tuning the detectors used in the pipeline, as nighttime images are less 

standardized than CCTV feeds. Furthermore, as not all images contain traffic participants, the 

performance can be biased. During the recognition stage, the fusion can be biased when too 

little data supports the recognition output. 
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